Preface

Abstract

Biological vision is a rather fascinating domain of research. Scientists of various origins like biology, medicine, neurophysiology, engineering, mathematics, etc. aim to understand the processes leading to visual perception process and at reproducing such systems. Understanding the environment is most of the time done through visual perception which appears to be one of the most fundamental sensory abilities in humans and therefore a significant amount of research effort has been dedicated towards modelling and reproducing human visual abilities. Mathematical methods play a central role in this endeavour.

Introduction

David Marr’s theory was a pioneering step towards understanding visual perception. In his view human vision was based on a complete surface reconstruction of the environment that was then used to address visual subtasks. This approach was proven to be insufficient by neuro-biologists and complementary ideas from statistical pattern recognition and artificial intelligence were introduced to better address the visual perception problem. In this framework visual perception is represented by a set of actions and rules connecting these actions. The emerging concept of active vision consists of a selective visual perception paradigm that is basically equivalent to recovering from the environment the minimal piece information required to address a particular task of interest.

Mathematical methods are an alternative to tackle visual perception. The central idea behind these methods is to reformulate the visual perception components as optimization problems where the minima of a specifically designed objective function "solve" the task under consideration. The definition of such functions is often an ill-posed problem since the number of variables to be recovered is much larger than the number of constraints. Furthermore, often the optimization process itself is ill-posed due the non-convexity of the designed function inducing the presence of local minima. Variational, statistical and combinatorial methods are
three distinct and important categories of mathematical methods in computational vision.

Variational techniques are either based on the optimization of cost functions through the calculus of variations or on the design of partial differential equations whose steady state corresponds to the solution of the visual perception task. Such techniques have gained significant attention over the past decade and have been used to address image restoration and enhancement, image segmentation, tracking and stereo reconstruction among other problems. The possibility to use the calculus of variations in the optimization process is the most important strength of these methods combined with the fact that one can integrate many terms and build quite complicated objective functions at the expense of converging toward local minima.

Statistical methods often consist of two stages, a learning and an execution one. Complex conditional, multi-dimensional distributions are used to describe visual perception tasks that are learnt through a training procedure. Visual perception is then formulated as an inference problem, conditional to the observations (images). One can claim that such methods are suitable to address constrained optimization problems, in particular when the subset of solutions can be well described through a conditional parametric density function. They suffer from the curse of dimensionality, e.g. in the Bayesian case when very-high dimensional integrals have to be computed.

Discrete optimization is an alternative to the continuous case often addressed through statistical and variational methods. To this end, visual perception is often redefined as a labelling procedure at the image element level according to a predefined set of plausible classes. Such a simplification often reduces the dimensionality of the problem and makes possible the design of efficient optimization algorithms. On the other hand such methods can have limited performance because of the discretization of the solution space, in particular when the solution lives in a rather continuous in-homogeneous space. One can refer to graph-based methods for addressing such tasks.

The choice of the most appropriate technique to address visual perception is rather task-driven and one cannot claim the existence of a universal solution to most of the visual perception problems. In this edited volume, our intention is to present the most promising and representative mathematical models to address visual perception through variational, statistical and combinatorial methods. In order to be faithful to the current state of the art in visual perception, a rather complete set of computational vision components has been considered starting from low level vision tasks like image enhancement and restoration and ending at complete reconstruction of scene’s geometry from images.

The volume is organized in six thematic areas and thirty-three chapters presenting an overview of existing mathematical methodologies to address an important number of visual perception tasks.
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Image reconstruction from either destroyed or incomplete data is a crucial low level task of visual perception. Local filter operators, diffusion methods as well as variational methods are among the most studied methods in the domain. The book starts with three tutorial chapters in this thematic area. The total variation method and diffusion filters as well as image decomposition in orthogonal bases, two of the most instrumental methods to address image reconstruction are presented in the first chapter. Image inpainting/completion is a more advanced problem consisting of restoring missing information in images; it belongs to the same family and is covered in chapter 2. In the third chapter of this thematic area, an introduction to the problem as well as the most prominent techniques from the area of variational methods are presented.

Image segmentation and object extraction are of particular interest with applications in numerous domains. In its simplest instantiation the problem consists of creating an image partition with respect to some feature space, the regions being assumed to have uniform visual structure in this space. Such a problem can be solved in many ways. Labelling is an example where the objective is to assign to the local image element the most likely hypothesis given the observation. Two chapters explore such a concept in this thematic area, the watershed transformation is one of them and combinatorial optimization through the graph-cuts paradigm is another. Evolution of curves and surfaces is an alternative method to address the same problem. Classes are represented through moving interfaces that are deforming in order to capture image regions with consistent visual properties. The snake model - a pioneering framework - is the predecessor of the methods presented. First, an overview for finding multiple contours for contour completion from points or curves in 2D or 3D images is presented using the concept of minimal paths. Then in order a method that integrate region statistics is presented within deformable models leading to a new class of deformable shape and texture models. Use of prior knowledge is important within the segmentation process and therefore in the next chapter the design of shape priors for variational region-based segmentation is presented. Segmentation through the propagation of curves through the level set method is an established technique to grouping and object extraction. Therefore, methods to address model-free as well as model-based segmentation are part of this thematic area. Last, but not least, a stochastic snake model based the theory of interacting particle systems and hydrodynamic limits is presented as a new way of evolving curves as a possible alternative to level set methods.

Representing and understanding structures is an essential component of biological vision, often used as a basis for high level vision tasks. Therefore, a thematic area dedicated to shape modelling and registration is present in this volume. Shape representations of various form are explored while at the same time the notions of establishing correspondences between different structures representing the same object are presented as well as methods recovering correspondences between shapes and images.
Motion analysis is a fundamental area of computational vision and mostly consists of two problems, estimating correspondences between images and being able to track objects of interest in a sequence of images. Optical flow estimation can be addressed in different ways. In this thematic area we explore the use of parametric motion models as well as the estimation of dense correspondences between images. Furthermore, we present a compendium of existing methods to detect and track objects in a consistent fashion within several frames as well as variational formulations to segment images and track objects in several frames. Understanding the real 3D motion is a far more complicated task of computational vision in particular when considering objects that do exhibit a number of articulations. Human motion capture is an example that is presented in this thematic area. We conclude with methods going beyond objects that are able to account, describe and reproduce the dynamics of structured scenes.

Stereo reconstruction is one of the best studied tasks in high level vision. Understanding and reproducing the 3D geometry of a scene is a fundamental component of biological vision. In this thematic area the shape from shading problem i.e. that of recovering the structure of the scene from one single image is first addressed. Different methods exploring the use of multiple cameras to recover 3D from images are then presented, based on differential geometry, variational formulations and combinatorial optimization. The notion of time and dynamic behaviour of scenes is also addressed where the objective is to create 3D temporal models of the evolving geometry.

Medical image analysis is one of the most prominent application domains of computer vision and in such a constrained solution space one can develop methods that can better capture the expected form of the structures of interest. Regularization, segmentation, object extraction and registration are the tasks presented in this thematic area. Model-free combinatorial methods that aim to recover organs of particular interest, statistical methods that aim to capture the variation of anatomical structures, and variational methods that aim to recover and segment smooth vectorial images are presented. Last, but not least a comprehensive review of statistical methods to image registration is presented, a problem that consists of recovering correspondences between different modalities measuring the same anatomical structure.

In order to capture the spectrum of the different methods and present an overview of mathematical methodologies in computational vision a notable number of contributors was invited to complete such an effort. Eighty-three contributors from the academic and the industrial world, from nine different countries and thirty-eight institutions have participated in this effort. The final outcome consists of 6 thematic areas, 33 chapters, 625 pages and 929 references.
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