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ABSTRACT Given a set of simultaneously acquired images of a scene, the stereo problem consists of reconstructing the three-dimensional shape of the objects in the scene. Traditionally, this problem has been tackled by separating the correspondence problem, i.e. that of establishing which points in the images are the projections in the retina of the same 3D point, and the reconstruction problem, i.e. that of reconstructing the 3D shapes from the correspondences. The approach described in this chapter does not separate the two problems. Given a set of objects (surfaces) in 3D space, we propose a function that measures the adequacy of these objects with the measured images. The problem is then to find a set of surfaces in the scene which maximize our function. This can be achieved by a variational approach. A level set implementation is described and results are given on synthetic and real images.

1 Introduction and preliminaries

The idea that is put forward in this paper is that the methods of curve and surface evolutions which have been developed in computer vision under the name of snakes [28] and then reformulated by Caselles, Kimmel and Sapiro [6] and Kichenassamy et al. [32] in the context of PDE driven evolving curves can be used effectively for solving 3D vision problems such as stereo and motion analysis.

As a first step in this direction we present a mathematical analysis of the stereo problem in this context as well as a level set implementation.

The problem of curve evolution driven by a PDE has been recently studied both from the theoretical standpoint [19, 22, 41] and from the viewpoint of implementation [37] with the development of level set methods that can efficiently and robustly solve those PDE's. The problem of surface evolution has been less treated upon even though some preliminary results have been obtained [7].

The path we will follow to attack the stereo problem from that angle is, not surprisingly, a variational one. In a nutshell, we will describe the stereo problem (to be defined more precisely later) as the minimization of a functional with respect to some parameters (describing the geometry of the
scene); we will compute the Euler-Lagrange equations of this functional, thereby obtaining a set of necessary conditions, in effect a set of partial differential equations, which we will solve as a time evolution problem by a level set method.

Stereo is a problem that has received considerable attention for decades in the psychophysical, neurophysiological and, more recently, in the computer vision literatures. It is impossible to cite all the published work here, we will simply refer the reader to some basic books on the subject [27, 23, 24, 25, 15]. To explain the problem of stereo from the computational standpoint, we will refer the reader to figure 1.a. Two, may be more, images of the world are taken simultaneously. The problem is, given those images, to recover the geometry of the scene. Given the fact that the relative positions and orientations and the internal parameters of the cameras are known which we will assume in this article (the cameras are then said to be calibrated [15]), the problem is essentially (but not only) one of establishing correspondences between the views: one speaks about the matching or correspondence problem. The matching problem is usually solved by setting up a matching functional for which one then tries to find extrema. Once a pixel in view $i$ has been identified as being the image of the same scene point as another pixel in view $j$, the 3D point can then be reconstructed by intersecting the corresponding optical rays (see figure 1.a again): this is the reconstruction problem.

![Image](https://example.com/image.png)

FIGURE 1. (a) The multi-camera stereo vision problem is, given a pixel $m_1$ in image 1, to find the corresponding pixel $m_2$ in image 2, ... the corresponding pixel $m_n$ in image $n$, i.e. the pixels which are the images of the same 3D point $M$. Once such a correspondence has been established, the point $M$ can be reconstructed by intersecting the optical rays $(m_i, C_i)$, $i = 1, \ldots, n$. (b) The focal plane $(x, y)$ is parallel to the retinal plane $(x_1, y_1)$ and at a unit distance from it.

The approach described in this chapter is different in the sense that it does not separate the matching and the reconstruction problems. Given a
set of objects (surfaces) in 3D space, we propose a function that measure the adequacy of these objects with the measured images. The problem is then to find a set of surfaces in the scene which maximize our function. This can be achieved by establishing the corresponding Euler-Lagrange equations with respect to the objects shape and applying a steepest infinitesimal gradient descent by solving the resulting parabolic equations. These parabolic equations describe the way the surfaces of the objects evolve toward a local maximum of our function.

We represent the objects shapes by the signed distance function to their boundary, this allows us to perform the implementation of the evolution equations through the level set method. Among the advantages of the level set method, the more important here is that the changes in the topology of the evolving surface (mainly its number of connected components) are handled automatically; typically, the initial shape is a large sphere enclosing the whole scene which shrinks down to the objects surfaces, splitting itself seamlessly into several surfaces whenever this is required. An unfortunate feature of the level set method is that the evolution does not in general preserve the distance function. We show that a modification of the level set equation can guarantee this invariance, resulting in a significant gain in computing time.

In order to go any further, we need to be a little more specific about the process of image formation. We will assume here that the cameras perform a perspective projection of the 3D world on the retinal plane as shown in figure 1.b. The optical center, noted $C$ in the figure, is the center of projection and the image of the 3D point $M$ is the pixel $m$ at the intersection of the optical ray $(C, m)$ and the retinal plane $R$. As described in many recent papers in computer vision, this operation can be conveniently described in projective geometry by a matrix operation. The projective coordinates of the pixel $m$ (a $3 \times 1$ vector) are obtained by applying a $3 \times 4$ matrix $P_1$ to the projective coordinates of the 3D point $M$ (a $4 \times 1$ vector). This matrix is called the perspective projection matrix. If we express the matrix $P_1$ in the coordinate system $(C, x, y, z)$ shown in the figure 1.b, it then takes a very simple form:

$$P_1 = [I_3, 0]$$

where $I_3$ is the $3 \times 3$ identity matrix. If we now move the camera by applying to it a rigid transformation described by the rotation matrix $R$ and the translation vector $t$, the expression of the matrix $P$ changes accordingly and becomes:

$$P_2 = [R^T - R^T t]$$

With these preliminaries in mind we are ready to proceed with our program which we will do by progressing along two related axes. The first axis is that of object complexity, the second axis is that of matching functional complexity.
In section 2, we first consider a simple object model which is well adapted to the binocular stereo case where it is natural to consider that the objects in the scene can be considered mathematically as forming the graph of an unknown smooth function (the depth function in the language of computer vision). We start with an extremely simplified matching criterion which allows us to convey to the reader the flavor of the ideas that we are trying to push here. We then move to a more sophisticated albeit classical matching criterion which is at the heart of the techniques known in computer vision as correlation based methods. Within the framework of this model we study two related shape models. Finally in section 3 we introduce a more general shape model in which we do not assume anymore that the objects are the graph of a function and model them instead as a set of general smooth surfaces in three dimensional space. The next steps would be to relax the smoothness assumption and to consider more complex matching criteria but we do not address them here.

Section 4 goes into some important implementation details, while section 5 presents results with synthetic and real images.

Let us give some definitions and fix notations. Images are denoted by $I_k$, $k$ taking some integer values which indicate the camera with which the image has been acquired. They are considered as smooth (i.e. $C^2$, twice continuously differentiable) functions of pixels $m_k$ whose coordinates are defined in some orthonormal image coordinate systems $(x_k, y_k)$ which are assumed to be known. We note $I_k(m_k)$ or $I_k(x_k, y_k)$ the intensity value in image $k$ at pixel $m_k$. We will use the first and second order derivatives of these functions, i.e. the gradient $\nabla I_k$, a $2 \times 1$ vector equal to $[\frac{\partial I_k}{\partial x_k}, \frac{\partial I_k}{\partial y_k}]^T$, and the Hessian $H_k$, a $2 \times 2$ symmetric matrix.

The pixels in the images are considered to be functions of the 3D geometry of the scene, i.e. of some 3D point $M$ on the surface of an object in the scene, and of the unit normal vector $N$ to the surface at this point.

Vectors and matrices are generally represented in boldface, e.g. $\mathbf{x}$. The dot or inner product of two vectors $\mathbf{x}$ and $\mathbf{y}$ is denoted by $\mathbf{x} \cdot \mathbf{y}$. The cross product of two $3 \times 1$ vectors $\mathbf{x}$ and $\mathbf{y}$ is noted $\mathbf{x} \times \mathbf{y}$.

Partial derivatives are represented either with the $\partial$ symbol, e.g. $\frac{\partial I}{\partial x}$, or with a lower index, e.g. $I_x$.

Our approach is an extension of previous work by Robert et al. and Robert and Deriche, [40, 39], where the idea of using a variational approach for solving the stereo problem was first proposed in the classical Tikhonov regularization framework and then by using regularization functions more proper to preserve discontinuities. Our work can be seen as a 3D extension of the approach proposed in [14] where we limit ourselves to the binocular case, to finding cross-sections of the objects with a fixed plane, and do not take into account the orientation of the tangent plane to the object. Preliminary versions of our work can be found in [16, 17, 18, 30, 21].
2 The simplified models

Let us now describe the different object models and the functions that measure the adequacy of the objects with the images. We will proceed from the simplest to the most sophisticated one. Note that, in order to turn our variational problem into a minimization problem, we consider error measures instead of adequacy measures.

2.1 A simple object and matching model

This section introduces in a simplified framework some of the basic ideas of this paper. We assume, and it is the first important assumption, that the objects which are being imaged by the stereo rig (a binocular stereo system) are modeled as the graph of an unknown smooth function $z = f(x, y)$ defined in the first retinal plane which we are trying to estimate. A point $M$ of coordinates $[x, y, f(x, y)]^T$ is seen as two pixels $m_1$ and $m_2$ whose coordinates $(g_i(x, y), h_i(x, y)), i = 1, 2$, can be easily computed as functions of $x, y, f(x, y)$ and the coefficients of the perspective projection matrices $P_1$ and $P_2$. Let $I_1$ and $I_2$ be the intensities of the two images. Assuming, and it is the second important assumption, that the objects are perfectly Lambertian, we must have $I_1(m_1) = I_2(m_2)$ for all pixels in correspondence, i.e. which are the images of the same 3D point.

This reasoning immediately leads to the variational problem of finding a suitable function $f$ defined, to be rigorous, over an open subset of the focal plane of the first camera and which minimizes the following integral:

$$C_1(f) = \int \int (I_1(m_1(x, y)) - I_2(m_2(x, y)))^2 dx dy$$

(1.1)

computed over the previous open subset. Our first variational problem is thus to find a function $f$ in some suitable functional space that minimizes the error measure $C_1(f)$. The corresponding Euler-Lagrange equation is readily obtained:

$$(I_1 - I_2)(\nabla I_1 \cdot \frac{\partial m_1}{\partial f} - \nabla I_2 \cdot \frac{\partial m_2}{\partial f}) = 0$$

(1.2)

The values of $\frac{\partial m_1}{\partial f}$ and $\frac{\partial m_2}{\partial f}$ are functions of $f$ which are easily computed. The terms involving $I_1$ and $I_2$ are computed from the images. In order to solve (1.2) one can adopt a number of strategies.

One standard strategy is to consider that the function $f$ is also a function $f(x, y, t)$ of time and to solve the following PDE:

$$f_t = \varphi(f)$$

where $\varphi(f)$ is equal to the left hand side of (1.2), with some initial condition $f(x, y, 0) = f_0(x, y)$. We thus see for the first time appear the idea that the
shape of the objects in the scene, described by the function $f$, is obtained by allowing a surface of equation $z = f(x, y, t)$ to evolve over time, starting from some initial configuration $z = f(x, y, 0)$, according to some PDE, to hopefully converge toward the real shape of the objects in the scene when time goes to infinity. This convergence is driven by the data, i.e., the images, as expressed by the error criterion (1.1) or the Euler-Lagrange term $\varphi(f)$. It is known that if care is not taken, for example by adding a regularizing term to (1.1), the solution $f$ is likely not to be smooth and therefore any noise in the images may cause the solution to differ widely from the real objects. This is more or less the approach taken in [40, 39]. We will postpone the solution of this problem until section 3 and in fact solve it differently from the usual way which consists in adding a regularization term to $C_1(f)$.

It is clear that the error measure (1.1) is a bit simple for practical applications. We can extend it in at least two ways. The first is to replace the difference of intensities by a measure of correlation, the hypothesis being that the scene is made of fronto parallel planes. The second is to relax this hypothesis and to take into account the orientation of the tangent plane to the surface of the object. We explore those two avenues in the next two sections.

2.2 Fronto parallel correlation functional

To each pair of values $(x, y)$ corresponds a 3D point $M, M = [x, y, f(x, y)]^T$ which defines two image points $m_1$ and $m_2$ as in the previous section. We can then classically define the unnormalized cross-correlation between $I_1$ and $I_2$ at the pixels $m_1$ and $m_2$. We note this cross-correlation $(I_1, I_2)(f, x, y)$ to acknowledge its analogy with an inner product and the fact that it depends upon $M$:

$$
(I_1, I_2)(f, x, y) = \frac{1}{4pq} \int_{-p}^{+p} \int_{-q}^{+q} (I_1(m_1 + m) - \overline{I_1}(m_1))(I_2(m_2 + m) - \overline{I_2}(m_2)) dm
$$

(1.3)

equation where the averages $\overline{I_1}$ and $\overline{I_2}$ are classically defined as:

$$
\overline{I_k}(m_k) = \frac{1}{4pq} \int_{-p}^{+p} \int_{-q}^{+q} I_k(m_k + m') dm' \quad k = 1, 2
$$

(1.4)

Finally, we note $|I|^2$ the quantity $(I, I)$. Note that $(I_1, I_2) = (I_2, I_1)$.

To simplify notations we write $f^*$ instead of $\frac{1}{4pq} \int_{-p}^{+p} \int_{-q}^{+q} f^*$ and define a matching functional which is the integral with respect to $x$ and $y$ of minus the normalized cross-correlation score $\frac{(I_1, I_2)}{|I_1||I_2|}$

$$
C_2(f) = -\int \int \frac{(I_1, I_2)}{|I_1| |I_2|} dx dy = \int \int \varphi(f, x, y) dx dy
$$

(1.5)
the integral being computed, as in the previous section, over an open set of
the focal plane of the first camera. The functional $\mathcal{I}$ is $\int (f, f)(f, x, y)$.  This quantity varies between -1 and +1, -1 indicating the maximum cor-
relation. We have to compute its derivative with respect to $f$ in order to
obtain the Euler-Lagrange equation of the problem. The computations are
simple but a little fastidious. They can be found in [16]. We could then
proceed to the corresponding steepest gradient descent as mentioned in
the previous section. But we will not pursue this task and explore rather a
better functional.

2.3 Taking into account the tangent plane to the object

We now take into account the fact that the rectangular window centered
at $m_2$ should be the image in the second retina of the back-projection on
the tangent plane to the object at the point $M = (x, y, f(x, y))$ of the rect-
angular window centered at $m_1$ (see figure 2). In essence, we approximate
the object $S$ in a neighborhood of $M$ by its tangent plane but without
assuming, as in the previous section, that this plane is fronto parallel, and
in fact also that the retinal planes of the two cameras are identical. Let
us first study the correspondence induced by this plane between the two
images.

Image correspondences induced by a plane

Let us consider a plane of equation $N^T M - d = 0$ in the coordinate system
of the first camera. $d$ is the algebraic distance of the origin of coordinates
to that plane and $N$ is a unit vector normal to the plane. This plane
induces a projective transformation between the two image planes. This
correspondence plays an essential role in the sequel.

To see why we obtain a projective transformation, let $M$ be a 3D point in
that plane, $M_1$ and $M_2$ be the two 3D vectors representing this point in the
coordinate systems attached to the first and second cameras, respectively.
These two $3 \times 1$ vectors are actually coordinate vectors of the two pixels
$m_1$ and $m_2$ seen as projective points (see Sect. 1). Furthermore, they are
related by the following equation:

$$M_2 = R^T (M_1 - t)$$

Since $M$ belongs to the plane, $N^T M_1 = d$, and we have:

$$M_2 = (R^T - \frac{R^T t N^T}{d})M_1$$

which precisely expresses the fact that the two pixels $m_1$ and $m_2$ are re-
lated by a collineation, or projective transformation $K$. The $3 \times 3$ matrix
representing this collineation is $(R^T - \frac{R^T t N^T}{d})$. This transformation is one
FIGURE 2. The square window \((a_1, b_1, c_1, d_1)\) in the first image is back projected onto the tangent plane to the object \(S\) at point \(M\) and reprojected in the retinal plane of the second camera where it is generally not square. The observation is that the distortion between \((a_1, b_1, c_1, d_1)\) and \((a_2, b_2, c_2, d_2)\) can be described by a collineation which is function of \(M\) and the normal \(N\) to the surface of the object.

FIGURE 3. Occlusion and visibility are taken into account: only the cameras seeing the points on the current surface are used in the error criterion, thus avoiding the computation of irrelevant correlation. Here, only the cameras 1 and 2 are considered for point \(M\).
to one except when the plane goes through one of the two optical centers when it becomes degenerate. We will assume that it does not go through either one of these two points and since the matrix of $K$ is only defined up to a scale factor we might as well take it equal to:

$$K = dR^T - R^T tN^T$$  \hspace{1cm} (1.6)

The new criterion and its Euler-Lagrange equations

We just saw that a plane induces a collineation between the two retinal planes. This is the basis of the method proposed in [14] although for a very different purpose. The window alluded to in the introduction to this section is therefore the image by the collineation induced by the tangent plane of the rectangular window in image 1. This collineation is a function of the point $M$ and of the normal to the object at $M$. It is therefore a function of $f$ and $\nabla f$ that we denote by $K$. It satisfies the condition $K(m_1) = m_2$.

The inner product (1.3) must be modified as follows:

$$\langle I_1, I_2 \rangle(f, \nabla f, x, y) = \int \left( I_1(m_1 + m) - \mathcal{I}_1(m_1) \right)$$

$$\times \left( I_2(K(m_1 + m)) - \mathcal{I}_2(m_2) \right) dm,$$

(1.7)

Note that, the definition of $\langle I_1, I_2 \rangle$ is no longer symmetric, because of $K$. This problem could be address as mentioned in [18]. Yet, we will see in section 3 that our final error measure will solve it in a more natural way.

We now want to minimize the following error measure:

$$C_a(f, \nabla f) = \int \int \Phi(f, \nabla f, x, y) dxdy$$

with

$$\Phi = -\frac{\langle I_1, I_2 \rangle}{|I_1| \cdot |I_2|} (f, \nabla f, x, y)$$

(1.8)

Since the functional $\Phi$ now depends upon both $f$ and $\nabla f$, its Euler-Lagrange equations have the form $\Phi_f - \text{div}(\Phi \nabla f) = 0$. We must therefore recompute $\Phi_f$ to take into account the new dependency of $K$ upon $f$ and compute $\Phi \nabla f$.

We could simplify the computations by assuming that the collineation $K$ can be well approximated by an affine transformation. Because of the condition $K(m_1) = m_2$, this transformation can be written:

$$K(m_1 + m) \approx m_2 + \mathbf{A}m$$

where $\mathbf{A}$ is a $2 \times 2$ matrix depending upon $f$ and $\nabla f$.

In practice this approximation is often sufficient and we will assume that it is valid in what follows. We will not pursue this derivation (see [16] for details) since we present in section 3 a more elaborate model that encompasses this one and for which we will perform the corresponding computation.
3 The complete model

We are now ready to consider the case when the objects in the scene are not defined as the graph of a function of \( x \) and \( y \) as in the previous sections, but as a surface \( S \) of \( \mathbb{R}^3 \) which we assume to be smooth, i.e. \( C^2 \). Note that, by relaxing the graph assumption, it potentially allows us to use an arbitrary number of cameras to analyze the scene. Let us consider a family of smooth surfaces \( S(t) \) where \( t \) is the time. Our goal is, starting from an initial surface \( S_0 \), to derive a partial differential equation

\[
S_t = \beta N,
\]

where \( S \) denotes a point on \( S \) and \( N \) is the inner unit normal to the surface at \( S \), which, when solved with initial condition \( S(0) = S_0 \), will yield a solution that closely approximates \( \tilde{S} \).

The function \( \beta \) is determined by the matching functional that we minimize in order to solve the stereo problem. We define such a functional in the next paragraph. An interesting point is that, if \( \beta \) is intrinsic (see below), the evolution equation (1.9) can be solved using the level set method which has the advantage of coping automatically with several objects in the scene.

Using the same ideas as in the section 2.3, we can define the following error measure:

\[
C_4(S, N) = \int_S 4 \Phi(S, N) d\sigma
\]

where the integration is carried over with respect to the area element \( d\sigma \) on the surface \( S \) and where \( 4\Phi(S, N) \) measures the error made when assuming that there is an object at point \( S \) with a normal \( N \). Here, \( d\sigma \) plays the role of \( dx \, dy \) in our previous analysis, \( S \) that of \( f \), and \( N \) that of \( \nabla f \). Note that this is a significant departure from what we had before because we are multiplying our error criterion \( \Phi \) with an area element on the surface. As we will see, this has two dramatic consequences, like in the geodesic snakes approach [6]:

1. it automatically regularizes the variational problem, and

2. it makes the problem intrinsic, i.e. independent from the parametrization of the surface, thus allowing a level set implementation.

3.1 Error criterion

While we still compute our error criterion \( \Phi \) from the correlation as in the section 2.3, we will see that some changes are needed. First, we address the problems of regularization and symmetry that we have left aside so far.
Then, we deal with a more complex case, using more than two cameras and taking occclusions into account.

Given a point $S$ on $S$ and its normal $N$, we could still let $\Phi$ be the opposite of $\rho_{12} = \frac{(I_1, I_2)(S, N, m_1)}{|I_1||I_2|}$, the correlation between image $I_1$ and image $I_2$ taken at point $m_1$, image of $S$ in $I_1$, defined as in section 2.3.

Yet, it is now required that $\Phi$ stays positive: because we want to minimize its integral over $S$ with respect to $d\tau$, the surface would tend to maximize its area in the regions where $\Phi$ is negative, thus yielding an unstable evolution. $\Phi$ should also be small when correlation is high, otherwise the surface would tend to be as small as possible, regardless the correlation measure. Like in the geodesic snakes approach [6], we take $\Phi = g(\rho_{12})$, where $g : [-1, 1] \to \mathbb{R}^+$ is some positive decreasing function with $g(1) = 0$. We will see in section 3.3 that doing so solves the regularization problem.

The symmetry of the correlation could also be recovered, just taking $\Phi = g(\frac{1}{2}(\rho_{i1} + \rho_{21}))$, the mean correlation $\frac{1}{2}(\rho_{i1} + \rho_{21})$ being a symmetric value between $-1$ and $+1$. Actually, we could use the same idea to address the multi-camera problem. Given $n$ images $I_n$ ($1 \leq i \leq n$), we could use $g\left(\sum_{i,j \neq j} \rho_{ij}\right)$, but we go further and model visibility and occlusion. This is essential to avoid making mistakes by using incorrect information from cameras which do not see some parts of the objects (see figure 3).

Given the surface $S$ and a point $S$ on it, it is possible to determine the cameras where $S$ is visible, i.e. not hidden by another part of $S$, and to consider the correlation ratio for those cameras only. Let $\Gamma(S, S)$ be the set of those cameras, we thus take:

$$\Phi(S, N) = g\left(\frac{1}{|\Gamma|(|\Gamma| - 1)} \sum_{i,j \in \Gamma, i \neq j} \rho_{ij}\right)$$  \hspace{1cm} (1.11)

This will be our symmetric, regularizing, multi-camera error criterion, taking visibility into account.

### 3.2 The Euler-Lagrange equations

In order to set up a surface evolution equation such as (1.9) and implement it by a level-set method, we have to write the Euler-Lagrange equations of the variational problem (1.10) and consider their component $-\beta$ along the normal to the surface. Although technically more complicated, this is similar to the derivations in the previous section. This is all fairly straightforward except for the announced result that the resulting value of $\beta$ is intrinsic i.e. does not depend upon the parametrization of the surface $S$.

We have in fact proved a more general result. Let $\Phi : \mathbb{R}^3 \times \mathbb{R}^3 \to \mathbb{R}$ be a smooth function of class at least $C^2$ defined on the surface $S$ and depending upon the point $S$ and the unit normal $N$ at this point, which
we denote by $\Phi(S, N)$. Let us now consider the following error measure:

$$C(S, N) = \int_{S} \Phi(S, N) \, d\sigma$$  \hspace{1cm} (1.12)

We prove in [16] the following theorem:

**Theorem 1** Under the assumptions of smoothness that have been made for the function $\Phi$ and the surface $S$, the component of the Euler-Lagrange equations for criterion (1.12) along the normal to the surface is intrinsic, i.e. it does not depend upon the parametrization of $S$. Furthermore, this component is equal to

$$-\beta = (\Phi_{S} + 2H\Phi_{N})N - 2H\Phi$$
$$+ \text{Trace}((\Phi_{SN})T_{S} + dN \circ (\Phi_{NN})T_{S})$$  \hspace{1cm} (1.13)

where all quantities are evaluated at the point $S$ of normal $N$ of the surface, $T_{S}$ is the tangent plane to the surface at the point $S$, $dN$ is the differential of the Gauss map of the surface, $H$ is its mean curvature, $\Phi_{SN}$ and $\Phi_{NN}$ are the second order derivatives of $\Phi$, $(\Phi_{SN})_{T_{S}}$ and $(\Phi_{NN})_{T_{S}}$ their restrictions to the tangent plane $T_{S}$ of the surface at the point $S$.

Note that the error criterion (1.10) is of the form (1.12). According to the theorem 1, in order to compute the velocity $\beta$ along the normal in the evolution equation (1.9), we only need to compute $\Phi_{S}$, $\Phi_{N}$, $\Phi_{SN}$ and $\Phi_{NN}$ as well as the second order intrinsic differential properties of the surface $S$. The problem is obviously broken down into the problem of computing the corresponding derivatives of the $p_{ij}$’s, which, for the first order derivatives is extremely similar to what we have done in the section 2.3. The computations are carried out in [16].

### 3.3 The normal velocity and the regularization property

The normal velocity $\beta$ given by equation (1.13) looks a bit complicated. Actually, this is just an extension of the one obtained for 3D geodesic active contours by Caselles, Kimmel, Sapiro and Sbert [7] to the case where the error criterion $\Phi$ depends not only upon the point $S$ but also upon the normal $N$. Had we taken some error criterion $\Phi(S)$ with no dependency upon the normal (e.g. by restricting the model to the fronto parallel case), we would have obtained $\beta = 2H\Phi - \nabla \Phi \cdot N$ as in [7].

Our case is more complicated since our error criterion is a function $\Phi(S, N)$ of the point and its normal but we see that our normal velocity is the sum of the following three terms:

$$\beta = \begin{cases} 
2H\Phi & \text{regularization term} \\
- (\Phi_{S} + 2H\Phi_{N})N & \text{first order data term} \\
- \text{Trace}((\Phi_{SN})_{T_{S}} + dN \circ (\Phi_{NN})_{T_{S}}) & \text{higher order data term}
\end{cases}$$  \hspace{1cm} (1.14)
The regularization term is the same as usual. The first order data term is an extension of the one in [6]. The higher order data term is certainly a bit tricky to understand. Nevertheless, our experiments seem to indicate that its influence is negligible.

We see that, as announced, the regularization problem has been solved in a natural way by using an intrinsic definition of the error criterion. We note the fact that \( \Phi \) should be positive otherwise the curvature term induces instability, and that it should be small for high correlation values thus preventing the surface to disappear, just like it does with the mean curvature flow [19].

### 3.4 Correctness

In the case of the active contours [6], the authors proved the existence of a unique viscosity solution to their evolution equation. In our case, it seems that existence and uniqueness of a viscosity solution is not immediate. While we are aware that proving such results is important, this is not the only research direction to investigate.

In effect, the problem of shape recovery from images using variational methods is still in its early days. As far as we know, the ideal energy is still to be found. This energy should certainly take into account stereo-correlation, but also contours [13, 10, 20, 5, 35], shape from shading [26], shape from texture [12, 4, 3, 29] and the ideas around stereo-segmentation [45].

An interesting parallel can be drawn with the problem of contour extraction where a first significant progress was achieved with the proposal of the snake model [28] which was mostly heuristic. Formalisation and mathematical proofs of well-posedness came later, as a second stage, with the geodesic snakes model [6, 7]. In the case of stereo we are still struggling to reach the corresponding first stage.

### 4 Level Set Implementation

Let us now go into some very important implementation details. Our normal velocity \( \beta \) being intrinsic, we use the level set method. Among the difficulties we will have to overcome, the so-called velocity extension problem will be crucial. We give a solution to this problem that also eliminates another problem attached to the level set method, the need to reinitialize periodically the distance function.
4.1 The velocity extension problem

Let us denote by \( u(X, t) \) the standard level set function, the zero level set of which is our moving surface \( S \). The evolution equation (1.9) thus becomes an equation for \( u \):

\[
\frac{\partial u}{\partial t}(X, t) = \beta(X, t) \mid \nabla u(X, t) \mid 
\]  

(1.15)

It is important to notice that \( \beta \) in (1.15) is defined in \( \mathbb{R}^3 \) whereas in (1.9) it is defined on the surface \( S \). The extension of \( \beta \) from \( S \) to the whole domain \( \mathbb{R}^3 \) is a crucial point for the analysis and implementation of (1.15). There are mainly two ways of doing this.

(i) Most of the time this extension is natural. For example, if \( \beta(S) = H \), the mean curvature of \( S \) in (1.9), one can choose \( \beta(X) = H_u \), the mean curvature of the level set of \( u \) passing through \( X \) in (1.15). In the geodesic active contours approach [7], \( \beta(S) = 2H\Phi - \nabla\Phi \cdot N \), where \( \Phi(X) = g(\mid \nabla I(X) \mid) \) for a given image \( I \) and some real function \( g \). Although one only wants to minimize the sum of \( \Phi \) along \( S \), just because \( \Phi \) is defined in \( \mathbb{R}^3 \), \( \beta(X) = 2H_u\Phi - \nabla\Phi \cdot N_u \) is often taken for equation (1.15). Everything happens as if every level set of \( u \) was evolving according to the surface equation (1.9), i.e. was trying to reach a contour.

(ii) In some cases [9, 42], this extension is not possible. Then one may choose to assign to \( \beta(X) \) in (1.15) the value of \( \beta(S) \) in (1.9) where \( S \) is the closest point to \( X \) belonging to \( S \). One may also choose to extend \( \beta \) so that it remains constant along the characteristics of \( u \) (the characteristics of \( u \) are the integral curves of \( \nabla u \)). This is what is done in by Adalsteinsson and Sethian in [1], and by Peng et al. in [38], where a PDE based procedure extends \( \beta \).

Note that, if \( u \) is the signed distance to \( S \), then the characteristics of \( u \) are lines passing through the closest point of \( S \), so that the two previous choices become one (see next section).

Our evolution velocity (1.14) only makes sense on \( S \). It does not seem either reasonable or meaningful to consider some correlation measure or some visibility test for all the level sets of \( u \); we are in case (ii). Another point is that the computation of our \( \beta \) is expensive. In our case, computing \( \beta \) on \( S \) and extending it will be faster than computing it everywhere in the domain of \( u \), even if this domain is only a narrow-band around \( S \) [2].

4.2 Preserving the distance function

In [21], we propose to use the following equation

\[
\frac{\partial u}{\partial t}(X, t) = \beta(X - u\nabla u) 
\]

(1.16)

\[ u(X, 0) = \text{signed distance function to } S(0) \]
instead of the classical level set one (1.15). We show that $u$ remains the signed distance function to its zero level, the evolution of which is still the desired one (1.9). Moreover, $X - u\nabla u$ is the closest point to $X$ on $S$, and our PDE is exactly (1.15) when $\beta$ is extended via the closest point principle or, which is equivalent in this case, via the characteristics of $u$ (Remember that $|\nabla u| = 1$ for the distance function). A detailed description of an implementation can be found in [21]. Also note that standard implementations of the level set method periodically reinitialize the function $u$ to be a distance function. With our method, this step becomes unnecessary.

### 4.3 Error criterion

The estimation of $\beta$ requires that of $4\Phi$ and its derivatives. The function $g$ in the definition (1.11) of $4\Phi$ can be very simple. Our implementation uses $g(x) = 1 - x$.

Despite the use of a narrow-band and the fact that $\beta$ is only computed on $S$ and then extended, one may still find the computation of $\beta$ too expensive. Depending upon the images, one may want to use only two cameras instead of all in the set $\Gamma$ in (1.11). Good candidates are the cameras of $\Gamma$ whose optical axes are the closest to the normal to the surface $S$ at point $S$.

Experiments indicate that the higher order term for $\beta$ in equation (1.14) can be ignored without any significant difference in the results.

### 4.4 Visibility

Estimating $4\Phi$ requires the crucial step of computing the hidden parts of the surface for all the cameras. We first extract the zero level set of $u$ as a triangulated mesh using the marching cube algorithm [36]. We then use a Z-buffer algorithm [8] to project this mesh onto each image with visibility information. This is not the most expensive part of our method. Purists will object that an evolution of $u$ relying on the extraction of its zero level set does not agree with the philosophy of the level set method. It should probably be easy to adapt the work on visibility in an implicit framework by Tsai et al. [44].

### 4.5 Why and how well does it work?

We will see in section 5, that the results are promising. Yet the role of visibility in the reconstruction process is still an open question. Determining what are the local minima and to what extent they are avoided is also a hard problem. As a preliminary step toward answering these questions, we make a few remarks:

(i) Correlation based techniques are often fooled by false matches. In our case, we observed that the points in space inducing high correlation
scores were often isolated. As a result, thanks to the regularization term, the evolving surface does not get "stuck" at such points.

(ii) Local minima may be avoided using a multi-scale approach. The problem may be solved at a rough 3D scale first and its solution refined at finer scales. This technique could also be used to increase the convergence speed, although adaptive methods [43] seem an even better choice.

(iii) Depending on the images, the derivatives of the correlation function may not help the minimization process when the surface is too far from a minimum, i.e. may fail to predict the right direction of descent. In such cases, the regularization term, acting as a deflating term, helps to alleviate the problem. Thus one should choose an initial surface surrounding the objects to be recovered. In the active contours case, smoothing the images is often used to make the data term more efficient far from the contours. In our case, doing so would delete the texture information needed for the correlation. Other texture matching criteria are being investigated [11] to address this problem.

4.6 A simple but important case

Let us consider the case where the cameras are set up in such a way that every part of the objects is seen by at least two of them that are more or less close to each other. This happens when many cameras are used, or when the images are acquired with stereo rigs. If so we can, without much loss of information, use only those two cameras when estimating \( \Phi \), or if several choices are possible, the two cameras that are the most "in front" of the considered point \( S \). We can even rectify [15] the two corresponding images as a preliminary stage. Then, not only can the correlation be efficiently computed but it also does not depend anymore upon the normal to the surface, a square window in the first image approximately corresponding to a window of the same size in the second image\(^1\). As a result, such a situation yield fast correlation as well as a simplified normal velocity, similar to the active contours case: \( \beta = 2 H \Phi - \nabla \Phi \cdot \mathbf{N} \)

5 Results

We now present some results obtained with both synthetic and real images.

We first synthesized images of two tori, seen from enough points of views so that each part was seen at least twice (a total of 24 views - figure 4 left). See how the initial surface splits and how even the internal parts are

\(^1\)The choice of the best two cameras depends upon the normal and even upon the whole surface through the visibility estimation. Yet, the Euler-Lagrange equations have been derived given such a choice.

FIGURE 5. Four steps of the stereo algorithm for the two tori.

FIGURE 6. Four steps of the stereo algorithm for the two heads.

FIGURE 7. Some views of the reconstructed 3D object.
FIGURE 8. Eight of the twenty images used to reconstruct a human head despite bad lighting conditions and little texture information (courtesy of the RealViZ company).

FIGURE 9. Three views views of the reconstructed shape. Note that the recovery of poorly textured areas like the hairs is made possible by an extension of the method presented in this chapter and described in [31].
reconstructed (figure 5).

We then used real images of two heads acquired by rotating them in front of the camera (figure 4 right). All visible parts (i.e., neither the top nor the bottom) are correctly recovered (figures 6 and 7).

We finally applied the method to twenty images of a real human head (figure 8). As expected, the poorly textured regions such as the hairs were not reconstructed well. The results shown in figure 9, where these regions are nonetheless reconstructed, were obtained with a modified version of the functional to minimize; taking into account the contours information (see [31]).

6 Conclusion

We have presented in this chapter a novel approach for solving the stereo problem from an arbitrary number of views. It is based upon a variational principle that must be satisfied by the surfaces of the objects to be reconstructed. The design of the variational principle allows us to cleanly incorporate the hypotheses we make about the objects in the scene (smooth, opaque, Lambertian), the methods used to rate the correspondences between image points (mostly cross-correlation). The Euler-Lagrange equations which are deduced from the variational principle provide a set of PDE's that are used to deform an initial set of surfaces which move toward the objects to be detected. The level set implementation of these PDE's provides an efficient and robust way of achieving the surface evolution of dealing automatically with changes in the surface topology during the evolution and of taking into account visibility and occlusion. The whole objects (at least the parts seen by at least two cameras) are reconstructed without any constraints on the cameras positions unlike in methods such as space carving [34] or graph cuts [33].
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